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Muñoz et al., 2014, Cell Reports 9, 2304–2316
December 24, 2014 ª2014 The Authors
http://dx.doi.org/10.1016/j.celrep.2014.11.042
Authors
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SUMMARY

Brain networks contain a large diversity of function-
ally distinct neuronal elements, each with unique
properties, enabling computational capacities and
supporting brain functions. Understanding their func-
tional implications for behavior requires the precise
identification of the cell types of a network and in vivo
monitoring of their activity profiles. Here, we devel-
oped a channelrhodopsin-assisted patching method
allowing the efficient in vivo targeted recording of
neurons identified by their molecular, electrophysio-
logical, and morphological features. The method
has a high yield, does not require visual guidance,
and thus can be applied at any depth in the brain.
This approachovercomes limitations of present tech-
nologies.Wevalidate this strategywith in vivo record-
ings of identified subtypes of GABAergic and gluta-
matergic neurons in deep cortical layers, subcortical
cholinergic neurons, and neurons in the thalamic
reticular nucleus in anesthetized and awake mice.
Wepropose thismethodasan important complement
to existing technologies to relate specific cell-type
activity to brain circuitry, function, and behavior.

INTRODUCTION

Most brain structures consist of a large diversity of neuronal sub-

types differing in their precise anatomical location, morphology,

connectivity, molecular composition, biophysical properties,

and activity patterns. To understand network function and the

neural basis of behavior, it is necessary to measure the activity

of precisely identified cell types in the intact brain. However,

studying the activity of specific cell types in vivo has been

limited, especially when optical access is restricted or when

the cells of interest do not represent the majority within a brain

structure. Here, we report the development and validation of a

high-yield method for the in vivo targeted recording and labeling

of genetically identified neurons throughout the brain, which

provides their activity and precise anatomical location and

morphological and molecular properties.
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Several approaches have been employed to record the in vivo

activity of different cell types in the brain. Extracellular blind

unit recordings can take advantage of spike waveform

properties to separate putative excitatory and inhibitory cells

(Csicsvari et al., 1999). However, because both populations

contain cell types exhibiting overlapping spectra of spike

shapes, assignment of recorded units to particular cell types

remains difficult (Fuentealba et al., 2008; Vigneswaran et al.,

2011). The use of glass electrodes and blind patch tech-

nology enable dye loading of recorded neurons solving this

ambiguity (Pinault, 1996). In principle, the full morphology and

anatomical position can be recovered, and the expression

of molecular markers can be determined through post

hoc immunohistochemistry (Klausberger et al., 2003). Despite

the high degree of precision of such an approach, its low

yield makes its use impractical when studying infrequent cell

types.

The recent development of optical and genetic technologies

has dramatically facilitated the in vivo targeting and recording

of the activity of identified cell populations. Using fluorescent

protein expression in specific cell types in transgenic animals,

two-photon targeted patching (TPTP) enables the visualization

of genetically defined neurons in order to direct the recording

electrode to the cell type of interest for extracellular recording

of spiking activity or intracellular membrane potential measure-

ments (Margrie et al., 2003). However, light scattering through

brain tissue has largely restricted the use of two-photon-guided

methodologies to superficial brain structures, such as upper

cortical layers.

The expression of channelrhodopsin-2 (ChR2) under specific

promoters in combination with tetrodes or silicon probes

coupled to a light source overcomes this limitation (Lima

et al., 2009; Anikeeva et al., 2012; Roux et al., 2014). Through

this strategy, genetically defined cells that conditionally express

ChR2 can be identified by their tight temporal responsiveness to

light stimulation, allowing the ‘‘tagging’’ of extracellularly re-

corded units and monitoring of their activity regardless of

recording depth. This method has been successfully applied

to record the activity of genetically tagged neuronal populations

in freely behaving animals (Kvitsiani et al., 2013; Stark et al.,

2013). However, unlike TPTP, this technique cannot offer

information on the morphology, precise anatomical position,

and membrane potential dynamics of the recorded cells and
hors

mailto:bernardo.rudy@nyumc.org
http://dx.doi.org/10.1016/j.celrep.2014.11.042
http://creativecommons.org/licenses/by-nc-nd/3.0/
http://crossmark.crossref.org/dialog/?doi=10.1016/j.celrep.2014.11.042&domain=pdf


A

Labeling and post hoc histological analysis

Identification and recording

light 

Voltage

Voltage

light 

laser

laser

ChR2 +

ChR2 -

Search

B

C

Figure 1. Strategy for In Vivo Recording and Labeling of Genetically

Defined Cell Types in the Brain
The conditional expression of ChR2 in cell types of interest renders genetically

defined neurons within a network responsive to light, which can be exploited

for their identification.

(A) Employing the standard blind patching approach, glass electrodes (car-

rying an optical fiber inside for light stimulus delivery) are slowly advanced

within the structure of interest until a cell is encountered.

(B) ChR2-expressing cells fire reliable, time-locked spikes, upon light stimu-

lation (right). Once a ChR2-expressing cell has been identified, its activity

profile can be studied.

(C) ChR2-expressing cells are labeled with neurobiotin, and post hoc

histological analysis is employed to study its morphology (e.g., axonal

projection patterns) and precise anatomical localization (e.g., layer, column,

nucleus, etc.).
as such relies largely on the genetic identification provided by

the conditional expression of ChR2 and spike waveform

isolation.

Strict dependence on genetic identification is not sufficient for

the unambiguous identification of cell types. Many widely used

transgenic mouse lines do not target single neuronal subtypes,

but rather neuronal subpopulations that include substantial

and physiologically relevant heterogeneity (Huang, 2014). For

instance, cortical GABAergic interneurons expressing parvalbu-

min (PV) can exhibit basket and chandelier morphologies (Rudy

et al., 2011) with potentially opposite postsynaptic impacts

(Szabadics et al., 2006). Thus, the ambiguities created by the

partial specificity obtained with the genetic identifier alone calls

for a combinatorial approach in which electrophysiological and
Cell Re
morphological properties are obtained, for more consistent

and robust cell-type identification.

Here, we report a strategy allowing the targeted recording and

morphological recovery of genetically defined neurons. Our

method employs the conditional expression of ChR2 in geneti-

cally defined cell populations in combination with optical fiber

coupled patch electrodes and neurobiotin loading to record

and label neurons of interest. This approach does not require vi-

sual guidance and thus enables robust identification and target-

ing of ChR2-expressing neurons regardless of recording depth.

Our method has a high yield as compared to traditional blind

recording, even for rare neuronal subtypes. Moreover, it allows

the characterization of genetic, morphological, and electrophys-

iological properties of recorded and labeled neurons, surpassing

the precision of current approaches regarding cell-type identifi-

cation. As a proof of principle and to illustrate the merit of our

strategy, we targeted different types of GABAergic neurons

for juxtacellular recording and labeling in deep cortical layers.

The observed physiologically relevant heterogeneity within cells

sharing genetic and electrophysiological features demonstrates

the importance of the combinatorial approach for cell-type

identification. Such experiments were easily integrated with

functional studies in anesthetized and awake, head-fixed prepa-

rations. We also demonstrate the potential of this method to

perform optogenetically guided whole-cell recordings. Finally,

we performed targeted juxtacellular recording and labeling of

thalamic reticular neurons and cholinergic neurons of the stria-

tum and basal forebrain. We propose this efficient and robust

technique as a valuable complement to existing tools to monitor

the activity of distinct cellular elements composing brain circuits

and accelerate our understanding of their functional implications

for network operations and behavior.

RESULTS

Channelrhodopsin-Assisted Patching: Strategy for the
Recording and Labeling of Genetically Defined Neurons
In Vivo
Our goal was to develop a method for the efficient in vivo

recording and labeling of genetically defined cell types indepen-

dent of recording depth in order to characterize their activity,

morphology, and other identifying features. Because most brain

areas are composed of heterogeneous neuronal populations,

the probability of recording from a particular cell type using the

blind approach is a function of the density distribution of the neu-

rons of interest and the success rate of post hoc identification.

This can render the study of specific neuronal types impractical

when they represent a minority of the population. We reasoned

that accelerating the cell sampling and a priori identification of

cells would sufficiently increase the number of recorded and

labeled neurons of interest, making such studies amenable for

in vivo interrogation of precisely identified neurons.

To achieve this goal, we relied on the following strategy (Fig-

ure 1). First, we established genetic access to cell types of inter-

est by the conditional expression of ChR2 in Cre driver lines,

either by viral transduction with Cre-conditional ChR2 vectors

or by breeding Cre driver mice to conditional ChR2 reporter lines

(Taniguchi et al., 2011; Madisen et al., 2012). Then, using a glass
ports 9, 2304–2316, December 24, 2014 ª2014 The Authors 2305



electrode containing an optical fiber coupled to a blue light laser

(l = 473 nm, Figure 1), we initiated the standard blind patching

procedure by lowering pipettes into the brain area of interest

with small steps until an increase in pipette resistance was

observed, indicating that a cell was encountered. A train of light

pulses was then immediately presented to test for ChR2-medi-

ated spiking activity as a proxy for the genetic identifier. If the

tested cell did not show light-evoked activity (Figure 1A), the

pipette was withdrawn from the cell by transiently increasing

the positive pressure through the patch pipette and/or by

applying a high-voltage zap pulse, and the search for another

neuron was resumed. This cycle could be repeated quickly

(�5 s per cell) with the same pipette until encountering a cell

with robust light-evoked activation (Figure 1B). The positive

pressure was then released to obtain either the loose-patch

configuration to record the spiking activity of the cell of interest

or to establish a gigaohm seal for whole-cell recording and to

gain intracellular access. Following the recording, the cell was

labeled with neurobiotin, either by diffusion from the pipette in

whole-cell configuration or by applying current pulses through

the pipette in the case of loose-patch recordings. This allowed

post hoc histological analysis and reconstruction of recorded

cells providing information on their precise anatomical location,

morphology, immunochemical identity, and confirmation of

ChR2 expression (Figure 1C).

Optical Activation and Identification of Genetically
Defined, ChR2-Expressing Neurons
In order to use our approach at any location in the brain, a consis-

tent and sufficient light delivery at the recording location is

required for the proper stimulation and identification of ChR2-ex-

pressing cells. Because light intensity steeply decays as it travels

through brain tissue (Stark et al., 2012), surface illumination is not

suited for stimulation of deep-brain regions because it does not

allow sufficient light delivery to target cells. To circumvent this

issue, focal light sources have been coupled to extracellular

recording probes (Lima et al., 2009; Royer et al., 2010; Anikeeva

et al., 2012) or to glass pipettes (Stühmer and Almers, 1982; Le-

Chasseur et al., 2011; Katz et al., 2013) and have been shown

effective to stimulateChR2-expressing cells. Following this strat-

egy, we inserted an optical fiber-coupled light source into our

recording pipette, which ensured the consistent delivery of suffi-

cient light intensities at the tip of the pipette where cells are con-

tacted (Figure 2A, left). Measurements of the light distribution

profile from this source inside of the pipette exhibited an ex-

pected geometric dispersion in solution (13� from vertical axis;

Stark et al., 2012). Considering the effect of light divergence, as

well as scattering in brain tissue as a function of distance, estima-

tions of light intensity reaching the pipette tip suggested that con-

tacted cells are exposed to 0.9–1.4 mW , mm�2 of blue light (at

l = 473 nm) during our standard stimulations (Figure 2A, right;

Stark et al., 2012). This pipette tip intensity range was sufficient

to drive ChR2-expressing cells to spike (Figure 2B).

In other extracellular recording configurations, such as fiber-

coupled tetrodes and silicon probes, multiple cells can be re-

corded simultaneously from the same electrode. In such config-

urations, brief light stimuli of weak intensities are preferred so as

to minimize the chances of activating multiple ChR2-expressing
2306 Cell Reports 9, 2304–2316, December 24, 2014 ª2014 The Aut
cells, which could distort recorded signals and interfere with unit

isolation protocols (Roux et al., 2014). However, because the

patch-recording configuration isolates the activity from a single

recorded cell, we were able to exploit the dependency of light-

evoked responses on the duration and intensity of the light stim-

ulus for the robust identification of different ChR2-expressing

neuronal populations (Figures 2 and S1). Importantly, as we

illustrate below for different cell types, our recordings of ChR2-

expressing cells retained high spike waveform correlations be-

tween baseline and light stimulation epochs, even when the

intensity of light stimulation was increased (Pearson correlation

coefficient, r > 0.98; Figures S3, S4, and S5), demonstrating

that our light stimulus did not distort the recorded signals and

that the same individual cell is identified, recorded, and labeled

in these experiments.

We first tested the utility of our method in mice conditionally

expressing ChR2 in various subtypes of neocortical GABAergic

interneurons (INs). We focused on INs because despite being

present throughout the cortex, they represent a minority of

cortical neurons (10%–15% in rodents; Meyer et al., 2011) and

consist of highly specialized subpopulations (Rudy et al.,

2011). Major efforts are focusing on studying the functional divi-

sion of labor among cortical INs in vivo using recently developed

genetic tools. However, most studies have focused on

superficial layers or have strictly used genetic tagging as sole

identifier, which is insufficient for the unambiguous identification

of specific INs (Huang, 2014).

We targeted ChR2-expressing neocortical neurons in the deep

layers of PV or somatostatin (SST) Cre driver mice. Together,

these IN groups represent 70%–90% of deep neocortical INs

(Rudy et al., 2011). To identify ChR2-expressing neurons online,

we first focused our analysis on three characteristics of their

light-evoked activity: (1) large and reliable light-evoked increase

in firing rate (PV: 5.8 ± 2.4 max Z-scored peristimulus spike prob-

ability, n = 15; SST: 5.6 ± 1.9 max Z-scored peristimulus spike

probability, n = 18), (2) short latency light-evoked responses

(PV: 5.0 ± 1.6 ms, n = 15; SST: 5.0 ± 1.7 ms, n = 18), and (3) low

jitter of first light-evoked spike (PV: 0.8 ± 0.7 ms, n = 15; SST:

0.5 ± 0.4 ms, n = 18; see Figures 2C and 2D, for all histologically

confirmedChR2-expressingcells andFigureS1A, for all recorded

cells, including cells that were not histologically recovered).

Importantly, we found that observing at least one of these criteria

was enough to rapidly and reliably identify ChR2-expressing

GABAergicneurons (FigureS1B), asconfirmedby thehistological

examination of ChR2 expression of all labeled and successfully

recovered cells (Figures S3, S4, and S5). PV INs exhibit fast

spiking (FS) electrophysiological phenotypes. Consistent with

this, we found that all cells in which we could reliably elicit light-

evoked spiking had brief spike waveforms (Figures 2B and 6).

On the other hand, SST cells are more heterogeneous in terms

of electrophysiological properties (Ma et al., 2006). In line with

this, we observed light activation of ChR2-expressing SST cells

with a larger variety of spike waveforms than PV cells (Figure 6).

Both genetic groups had comparable light-evoked responses

(Figures 2C and 2D).

Next, we tested whether we could generalize these observa-

tions to the targeting of other cell types. We recorded iden-

tified cholinergic neurons, which compose sparse populations
hors
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Figure 2. Optical Activation of Genetically Defined, ChR2-Expressing Neurons

(A) Cone of blue light emitted by the optical fiber (blue false color) located inside of the glass pipette. Right top, cross-sectional light intensity profile (source: blue

473 nm laser light) at the pipette tip, estimated from the light power measured along the gray plane in the left image (75 mW ,mm�2 at tip of fiber). Right bottom,

estimation of light intensity at the tip of pipette inside the brain. Light intensity is corrected for power attenuation due to scattering, geometric dispersion, and

distance from light source (Stark et al., 2012).

(B) Representative example of light-evoked activity for a post hoc histologically verified ChR2-expressing cortical interneuron in the PVCre driver line. Left,

fluorescence and merged images of the neurobiotin staining and ChR2 expression of the recorded cell. Right top, spontaneous (black) and light-evoked (light

blue) spike waveforms are highly correlated (Pearson correlation coefficient, r = 0.997). Raster (middle) and peristimulus histogram of spike probability (bottom;

bin: 1 ms) for 20 trials of light stimulation of the recorded cell. Blue-shaded area represents light stimulus.

(C and D) Z-scored peristimulus histograms, latency, and jitter to first spike of all histologically verified ChR2-expressing cells in the PVCre, SSTCre, and CHATCre

driver lines. Light stimulation intensity (at pipette tip): 0.9–1.4 mW , mm�2. Box plot central bar represents the median, and edges represent the 25th and 75th

percentiles of the data set. Blue horizontal line represents light stimulus.
in different subcortical nuclei (0.3% in striatum and 1.83%–5% in

the basal forebrain complex; Peterson et al., 1999; Gritti et al.,

2006) using choline acetyltransferase (CHAT) Cre mice. In these

experiments, we observed that light responses of some cholin-

ergic cells could exhibit larger latency (13.2 ± 8.4 ms, n = 5) and

jitter (3.2 ± 3.6 ms, n = 5) to first light-evoked spike, compared

toPVandSSTneurons (Figures 2Cand2D). Such light responses

could lead to erroneously classify an encountered cell as an indi-

rectly activatedChR2-negative neuron.We thus sought to under-

stand the source of this different light response pattern, in order

to define the light stimulation parameters by which this cell type
Cell Re
could be reliably identified online. The larger latency of light-

evoked responses could be due to insufficient expression of

ChR2 and/or biophysical properties of cholinergic cells coun-

tering membrane depolarization and delaying spiking. In brain

slices,weobserved that basal forebrain cholinergic neurons, car-

ryingoneor twocopies of theChR2 transgene in theAi32 reporter

mouse line, also had long latency responses to light stimulation

(Figure S2A). Moreover, whole-cell recordings showed that

cholinergic cells have high input resistance (262 ± 72 MU, n =

7), required little current injection to reach spike threshold (64 ±

38 pA, n = 7), and light-evoked photocurrents were much larger
ports 9, 2304–2316, December 24, 2014 ª2014 The Authors 2307
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Figure 3. Response to Prolonged Light

Stimulation Disambiguates between Gluta-

matergic ChR2-Expressing Neurons and

Synaptically Driven Neurons

(A) Left, example of histological confirmation of a

recorded ChR2-expressing (top) and a ChR2-

negative (bottom) glutamatergic neocortical py-

ramidal neurons. Right, raster of light-evoked

activity of corresponding cells for 5 and 100 ms

light pulses (tip intensity: 1.4 mW/mm2).

(B) Although histologically confirmed ChR2-ex-

pressing (n = 6) and ChR2-negative (n = 4)

cells show similar response magnitude to brief

(5–10 ms) light stimulation, only ChR2-ex-

pressing cells fire continuously during pulses of

longer duration (50–100 ms). Shaded areas

represent SEM.

(C) Population latency of first light-evoked spike of

ChR2-expressing neurons shows a trend for

shorter values, although these do not clearly

segregate from ChR2-negative group values.

(D) Population jitter values of first light-evoked

spike of ChR2-expressing and ChR2-negative

neurons are small and overlap considerably. Box

plot central bar represents the median, and edges

represent the 25th and 75th percentiles of the

data set.
than rheobasecurrents (for 1.4–1.8mW/mm2blue light, peakcur-

rent: �600 pA, and steady-state current: �400 pA; measured at

�70mV), ruling out lowexpression levels ofChR2as the explana-

tion for the observed latencies and jitters. However, the latency to

first spike in response to both intracellular current injection and

light stimulation of ChR2-expressing cholinergic cells was

dramatically affected by the restingmembrane potential (Figures

S2BandS2C). This suggests that, in our in vivoexperimental con-

ditions (mice under isoflurane anesthesia), the restingmembrane

potential range of cholinergic cells might allow for the subthresh-

old activation of a dampening conductance upon depolarization

(Figure S2C; Unal et al., 2012). Based on these observations, we

identified cholinergic neurons in vivo by relying on the larger

magnitude and tighter temporal characteristics of their activity

in response to light pulses of longer duration (1 s instead of

50 ms) and/or greater intensity (1.8 instead of 0.9 mW/mm2;

Figures 2, S1, and S2). Cholinergic cells identified with these

stimulation parameters were histologically confirmed as ChR2-

expressing neurons (Figure S5).

We also investigated whether we could apply our strategy to

reliably identify ChR2-expressing cortical excitatory neurons, a

case in which, due to recurrent excitation, light stimulation
2308 Cell Reports 9, 2304–2316, December 24, 2014 ª2014 The Authors
can produce indirect synaptic activation

of non-ChR2-expressing (ChR2�) cells,

leading to false-positives. We recorded

and histologically confirmed neocortical

ChR2+ and nearby ChR2� pyramidal neu-

rons in the Thy1Cre driver mouse line (Fig-

ure 3), which allows genetic access to a

subpopulation of cortical pyramidal neu-

rons mainly located in L5 (Dewachter
et al., 2002). We observed distinct light activation patterns of

these two cell groups by varying the light stimulus parameters.

Notably, whereas the ChR2+ group showed sustained spiking

throughout light pulses, only transient spiking was observed in

ChR2� cells, presumably as a result of depression of indirect

synaptic input and/or strong recruitment of inhibition (Figure 3A).

Consequently, short light pulses evoked similar responses in

both groups and increasing pulse duration reliably disambigu-

ates the two populations. Furthermore, the light intensity

required to drive indirect responses of ChR2� neurons was

slightly higher than that needed to reliably activate ChR2-ex-

pressing neurons (Figure 3B). Additionally, although the average

latency of directly and indirectly evoked first spikes differed

across the tested intensities, significant overlap was observed

(ChR2+: for 1.4 mW/mm2, 3.0 ± 1.1 ms, for 1.8, 2.1 ± 0.6 ms,

n = 6; ChR2�: for 1.4 mW/mm2, 8.7 ± 9.0 ms, for 1.8 mW/mm2,

4.9 ± 1.2 ms, n = 4; Figure 3C). The jitter of the first light-evoked

spike could not distinguish these two cell groups (Figure 3D).

These observations stress the importance of observing multiple

aspects of the magnitude and temporal characteristics of light-

evoked activity of specific ChR2-expressing neuron types and

the usefulness of our recording configuration that enables



testing different stimulation conditions (intensity and duration) in

order to derive a reliable set of parameters for their in vivo

identification.

Success Rate of the Proposed Method
To assess the efficiency of our strategy in encountering and iden-

tifying sparsely distributed populations of neurons, we quantified

the proportion of recorded ChR2-expressing neurons relative to

the number of sampled cells in deep neocortical layers of both

PVCre and SSTCre mouse lines. We could typically obtain tar-

geted recordings in every experiment. On average, we were

able to record from one PV IN for every 2 ± 1 pipette insertions

(n = 6 animals), and for every 3 ± 1 pipette insertions (n = 5

animals) for SST INs. On average, 10 ± 7 penetrations per

craniotomy (n = 13 animals) were possible while maintaining

good histological conditions for morphological reconstructions

(average pipette penetration separation = 150 mm, craniotomy

diameter = 0.5–1 mm, generally one craniotomy per animal,

Figure S6). Overall, we were able to record up to seven PV- or

SST-expressing INs per animal (PV: 5 ± 1 ChR2-expressing

cells/animal, n = 5 animals; SST: 3 ± 2 ChR2-expressing cells/

animal, n = 8 animals), by sampling on average 61 ± 31 and

160 ± 53 cells/animal from PVCre and SSTCre mice, respectively.

An important aspect for consideration is that, although multiple

pipette penetrations are necessary for our strategy, an excessive

number of penetrations in a small area (such as one specific

cortical column) can lead to tissue damage.Wepoint to strategies

that can be adopted to minimize or eliminate these effects. For

instance, in our experiments, pipettes with long and narrow

shanks were used to minimize damage. A typical pipette used

for cortical recording had an outer diameter of%40 and 100 mm,

when measured 300 and 1,000 mm from the tip, respectively.

Moreover, in the case of attempting targeted recordings in a sin-

gle-barrel column,wewereable to reach the targetareadiagonally

(rather than entering the pipette in an angle normal to the pia), in

which case the craniotomywasmade next to the target area (Fig-

ure S6). In such a preparation, only the narrow portion of the

pipette enters the area of interest, leading to virtually no damage

of the target site after multiple pipette penetrations (Figure S6).

The probability of encountering specific INs was roughly pro-

portional to their share of the total cortical population (PV: 8.6%

± 3.7%, n = 5, in our study versus �5.8% in layers 4–6; SST:

2.8% ± 0.5%, n = 4, in our study versus �2.6%; Meyer et al.,

2011). Notably, the fast sampling and detection of light respon-

siveness of a neuron (generally occurring within 5 s for both

PV and SST INs) enabled us to rapidly resume the search until

a ChR2-expressing cell was found, resulting in a significantly

higher yield than that of the traditional blind patching approach.

Encountered interneurons could be recorded for several minutes

to hours allowing further characterization of light responsive-

ness, spontaneous and/or sensory-evoked activity (Figures 4,

5, 6, and 7), as well as performing filling protocols (see below).

Morphological characterization is important to our strategy

because of the heterogeneity that exists within current

genetically based categories. However, in our early attempts,

GABAergic INs were difficult to label by the juxtacellular labeling

protocol, as compared to neocortical pyramidal neurons (data

not shown). We therefore investigated conditions to increase
Cell Re
the probability of histologically recovering INs and improving

the quality of the morphological labeling for reconstructions.

We found that tightly regulating theDC current to control the total

number of elicited spikes improved the iontophoresis of neuro-

biotin, the recovery rate, and the morphological quality of filled

INs (see Experimental Procedures; Figures S6 and S7). By em-

ploying this strategy, we were able to histologically recover

�75% of our recorded PV and SST neurons of which half could

be accurately reconstructed (for axons, length ranging from 20 to

80 mm, 34.7 ± 20 mm, n = 12; for dendrites, 3.9 ± 1 mm, n = 12).

Altogether, these results demonstrate that our method enables

efficient, reliable, and unambiguous targeted recording and la-

beling of sparsely distributed neuronal populations.

In Vivo Recording of Morphologically Identified
Neocortical PV Neurons
To evaluate the use of our approach to study specific cell types,

we recorded and reconstructed a subset of PV neurons in the so-

matosensory barrel cortex in vivo (Figure 4). The presence of

numerous perisomatic axonal puncta, or baskets, onto neigh-

boring cell bodies (Figure 4B) identifies all our PV INs as basket

cells, consistent with the previous observation that the vast ma-

jority of PV neurons in layers 4–6 are basket cells (Kisvárday,

1992). We observed that cells with similar somatic position could

exhibit very different axonal and dendritic territories in both the

laminar and the columnar axes (Figure 4A; compare the location

of axons anddendrites of cell i versus ii in relation to their principal

versus surrounding barrels). Dendritic and axonal fields define

circuit affiliation, emphasizing the merit of obtaining detailed

morphological information in addition to somatic position and

molecular and electrophysiological properties. Moreover, given

the stability of the recordings, it was possible to perform func-

tional studies on these sparse cell types. For example, we used

the loose-patch configuration to record the whisker-evoked re-

sponses of PV basket INs in the somatosensory barrel cortex in

response to single whisker deflections of different orientations

and velocities (Figure 4C; showing cell ii from Figure 4A) before

proceeding to the filling protocol. The recordings could also be

combined with local field potential (LFP) measurement using

another electrode placed nearby for more global assessment of

local network state. This highlights the potential of our strategy

to bridge our understanding of the contribution of precisely iden-

tified cell types to local network activity and function.

We were also able to extend our strategy to carry out intracel-

lular recordings in the whole-cell configuration. Figure 4D shows

the intrinsic properties, light-evoked membrane depolarization,

and sensory-evoked synaptic responses towhisker-pad stimula-

tion of a deep-layer PV FS IN. Establishing the requisite gigaohm

seal for whole-cell configuration requires a clean pipette tip.

However, testingmultiple cells for ChR2expression can compro-

mise this condition. We found that maintaining positive pressure

on the pipette while searching and testing multiple cells for ChR2

expression allowed us to successfully establish gigaohm seals

even after ten encountered and tested cells (see Experimental

Procedures). Thus, our approach also allows investigation of

the contributions of synaptic mechanisms and intrinsic mem-

brane properties of genetically identified neurons to in vivo

network activity, at locations beyond the TPTP recording range.
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C D

BA Figure 4. Morphological and Functional

Characterization of Cortical PV Neurons

(A) Top and side perspectives of themorphology of

PV INs and thick-tufted pyramidal cell (beige,

somas; black, dendrites; blue, axons). For illus-

trative purpose, laminar and columnar positions

and sizes of morphologies were proportionally

adjusted to fit a background prototypical barrel

cortex of 1 mm thick from pia to white matter;

barrels have been outlined from multiple histolog-

ical sections containing and flanking somatic

position. Only dendrites are shown for cell iv.

(B) Basket terminals of labeled cells i–iii (red) show

multiple axonal varicosities (arrowheads) in the

vicinity of somas of neighboring ChR2-expressing

unrecorded cells (green, two examples per filled

neuron).

(C) Example of sensory responses of a morpho-

logically identified PV-expressing basket cell (cell ii

in A) of the primary somatosensory cortex. C1

(black traces) and gamma (red traces) whiskers

were deflected caudally (black) at varying veloc-

ities (26–187 mm/s) while simultaneously moni-

toring whisker-evoked LFP (position: �500 mm

deep, presumed layer 4, and �200–250 mm later-

ally from the cell ii recording site) and recording the

spiking activity of basket cell ii in the loose-patch

configuration.

(D) Intracellular recording of a fast spiking neuron in

the primary somatosensory cortex. Top, firing

pattern (left) and spike waveform (right) in response

to intracellular current injections. Middle, light-

evoked depolarization and spiking of the recorded

cell (blue-shaded region represents light stimulus).

Bottom, membrane potential response to a

whisker-pad air puff (gray-shaded region repre-

sents the 100 ms, 20 psi air puff, delivered over the

C and D whisker rows).
Importantly, our method eliminates identification ambiguities

inherent to relying on spike waveform characteristics of the re-

corded cell or on molecular-genetic identification alone. For

instance, we recorded and labeled light-responsive, PV-ex-

pressing thick- and slender-tufted pyramidal cells in neocortical

layer 5 (Figure 4A, cell iv; Tanahira et al., 2009). These pyramidal
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cells exhibited spike waveforms that

were undistinguishable in peak-to-trough

times and ratios to those of some

morphologically identified basket INs,

making the morphological characteriza-

tion in this case critical (Figure 6).

In Vivo Recording of
Morphologically Identified
Neocortical SST Neurons
Applying our approach to neocortical

SST neurons, a group exhibiting large

morphological and electrophysiological

diversity, we were able to further validate

the relevance of our approach as a robust

method for dissecting the heterogeneity
of cell types within this molecular group. These experiments pro-

vide the first recordings of morphologically identified SST INs of

deep cortical layers in vivo. Based onmorphological reconstruc-

tions, we identifiedMartinotti and non-Martinotti cell types within

our recorded and labeled sample of SST INs in deep cortical

layers (Figure 5). Here, Martinotti INs were defined as having
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Figure 5. Morphological and Functional Characterization of SST-Expressing INs

(A) Top and side perspectives of the morphology of SST INs and a spiny bipolar neuron (beige, somas; black, dendrites; red, axons). Both Martinotti and non-

Martinotti cells are shown (see text for definition).

(B) Top, 3D rendition of spiny bipolar cell v showing intracortical and striatal axonal arbor. All of the intracortical axon was located in infragranular layers (A,

anterior; M, medial; D, dorsal). Bottom, top view (normal to pia) of the same cell showing anterodorsal and mediolateral span of the axon (beige, soma; black,

dendrites; red, axon).

(C) Spontaneous activity of morphologically identified SST-expressing, non-Martinotti cortical interneuron iv (top) and simultaneous LFP recording in awake,

head-restrained condition.
ascending axonal projections and branching in cortical layer 1, in

some cases with an additional plexus in layer 5 (Figure 5A, cells i

and ii; Xu et al., 2013) or in layer 4 (Figure 5A, cells iii; Wang et al.,

2004). Non-Martinotti SST INs were defined as cells without

axonal projections to layer 1 (Figure 5A, cell iv; Ma et al., 2006).

In our sample, cells of these two categories were identified in

roughly equal proportions in neocortical layers 5–6 (Figure S6E).

Consistent with previous reports in vitro (Ma et al., 2006) and

in vivo (Kvitsiani et al., 2013), SST neurons had a broad range
Cell Re
of electrophysiological features (Figure 6). Based on the estab-

lished morphological identity of the recorded cells, we observed

that Martinotti cells tended to exhibit broader spikes than

non-Martinotti neurons, although there was not a complete

segregation of these two morphological groups according to

the peak-to-trough times and ratios (Figure 6).

Additionally, we recorded and labeled layer 6 SST spiny bi-

polar excitatory neurons (Figure 5A, cell v), consistent with a

previous report of the expression of somatostatin mRNA in
ports 9, 2304–2316, December 24, 2014 ª2014 The Authors 2311
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Figure 6. Comparison of Spike Waveform

Properties of Genetically and Morphologi-

cally Identified Cortical Neurons

(A) Normalized spike waveforms of all genetically

and morphologically identified cortical neurons in

the PVCre and SSTCre driver lines compared to

putative pyramidal regular spiking cells recorded

blindly (range: 350–1,100 mmbelow pia, presumed

layers 2/3–6).

(B and C) (B) Cumulative plot of peak-to-trough

times of PV and SST subtypes and putative py-

ramidal cells and (C) comparison of peak-to-

trough time and voltage ratios. Note that although

PV and regular spiking putative pyramidal cells

have narrow and mutually exclusive distributions,

SST neurons have widespread and roughly

continuous widespread and roughly continuous.

Also note that, whereas SST spiny bipolar cells

(red triangles) are similar to regular spiking cells,

PV pyramidal cells (blue triangles) are indistin-

guishable from some PV basket cells (blue

squares). Basket, Martinotti, non-Martinotti, spiny

bipolar, and pyramidal cells were identified ac-

cording to morphological criteria (see text). Non-

pyramidal cells are histologically confirmed cells

lacking apical dendrite and dendritic spines in

which not enough axonal information was avail-

able for clear morphological assignment. Non-

identified cells are histologically confirmed cells

where only the soma was recovered.
this neuronal type (Andjelic et al., 2009). These cells showed

characteristic vertically and diagonally oriented apical den-

drites and extensive intracortical axonal arborization, as well

as branches reaching the striatum and corpus callosum (Fig-

ures 5A and 5B).

We also tested whether our strategy could be used to dissect

the activity of different circuit elements of a genetic group in an

awake preparation. We established the loose-patch configura-

tion in vivo and recorded the spontaneous activity of SST INs

and LFP in awake head-fixed animals (Figure 5C shows a

representative trace from cell iv in Figure 5A). We found our

success rate of establishing such recordings to be similar

to that of anesthetized preparations (anesthetized: 4.3 ± 3

recorded cells/experiment, n = 3 animals; awake: 2.8 ± 1.8

recorded cells/experiment, n = 5 animals). As previously

described for superficial SST INs, we observed that spiking ac-

tivity of deep-layer SST INs was lower in anesthetized versus

awake conditions (anesthetized: 0.28 ± 0.18 spikes , s�1, n =

11; awake: 4.20 ± 1.78 spikes , s�1, n = 11, mean ± SEM; Ades-

nik et al., 2012).

In Vivo Recording and Labeling of Genetically Defined
Subcortical Neurons
We sought to extend our strategy for the study of defined cell

types located in deep subcortical structures. In order to opti-
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mize the search for ChR2-expressing

neurons at such distant and structurally

complex sites, we took advantage of

a combination of stereotaxical and
electrophysiological mapping approaches. Under stereotaxic

guidance, we recorded the light-evoked LFP responses with a

patch pipette throughout subcortical space to precisely circum-

scribe the target structures where ChR2-expressing cells are

located (Figures 7A and S6F). Light-evoked LFPs were recorded

as fast-onset negativities associated with a group of ChR2-

expressing activated neurons. Such LFP signals could be sus-

tained or transient depending on the genetic group being

activated and the structure where LFPs were recorded (Fig-

ure 7A). Once a target structure was located, we proceeded

to search and reliably encountered ChR2-expressing cells

within the circumscribed region using the same approach as

above.

Following this mapping strategy, we recorded and labeled PV

cells of the reticular nucleus of the thalamus (Figure 7B, cell i).

The example cell shown in Figure 7 primarily innervated the

posteromedial nucleus of the thalamus and, to a lesser extent,

the ventroposterior medial complex, as described previously

for this morphological type of the somatosensory group in

this complex (Pinault and Deschênes, 1998). Additionally, we

recorded and labeled cholinergic cells of the striatum (cell ii),

at the boundary between globus pallidus (GP) and the dorsal

striatum (cell iii), the zona incerta (cell iv), and the nucleus basa-

lis (cell v, Figure 7B). As described above, cholinergic cells

constitute a minute proportion of the neuronal populations in
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Figure 7. Recording and Labeling of Genetically Defined Cell Types

in Several Subcortical Structures

(A) A combination of stereotaxic procedures with mapping of light-evoked LFP

can be exploited to pinpoint the location of structures of interest, such as

reticular nucleus of the thalamus (RT) (top), the striatum (middle), and the

cholinergic nucleus basalis (bottom). Note the large sustained or transient

light-evoked field potentials at the site where genetically defined cells have

subsequently been recorded and labeled (black traces), and how it evolves

from what is observed at a distal, more superficial recording location (gray

traces). Blue-shaded area represents light stimulation.

(B) Top, 3D rendition of the somatodendritic (black) and axonal (blue)

projections of a GABAergic neuron of the thalamic reticular nucleus in the

PVCre driver line (A, anterior; M, medial; D, dorsal). Bottom, 3D rendition

of somatodendritic and axonal projections of cholinergic neurons of the

striatum (ii), nucleus basalis (iii and v), and zona incerta (iv) in the CHATCre

driver line.
each of these structures. Our targeted approach significantly

enhanced the yield of recording and labeling these cell types

(1–2 ChR2-expressing CHAT cells/animal versus 0.1 CHAT

cells/animal in Lee et al. [2005]). Knowledge of the precise

anatomical position of CHAT cells is critical in this region

(Muñoz and Rudy, 2014), because adjacent cholinergic cells

in the striatum and at the GP border are morphologically

distinct and integrate into different brain circuitry: whereas

cholinergic cells of the striatum project locally (Figure 7B, cell

ii), cholinergic cells at the border with GP project to the cortex

(Figure 7B, iii).
Cell Re
DISCUSSION

In the present study, we described the development and imple-

mentation of a robust and efficient technique for the targeted

recording of the activity of cortical and subcortical neurons in vivo

allowing the association of their genetic, morphological, anatom-

ical, and electrophysiological features. Such an integrated anal-

ysis enables enhanced precision in the identification of the

neuronal type being recorded and the detailed dissection of

cell-type-specific activity patterns during different network pro-

cessing and behavioral contexts.

We demonstrated its utility by recording and labeling PV and

SST neurons of deep layers of the neocortex, PV-expressing

thalamic reticular neurons, and cholinergic cells of several

subcortical structures and showed that our method can be

used to study subpopulations of cortical excitatory neurons.

Through a combination of slice and in vivo recordings, we estab-

lished protocols and parameters allowing reliable identification

of different types of ChR2-expressing neurons with standard

light responses (PV and SST neurons), delayed light responses

(cholinergic neurons), as well as distinguishing between directly

and indirectly activated neurons in the context of light-evoked

recurrent excitation (Thy1 excitatory neocortical neurons). We

demonstrated the feasibility of applying this approach for in vivo

awake and anesthetized functional studies that characterize

the activity of distinct circuit elements. Furthermore, we were

able to obtain intracellular recordings of genetically defined

types, extending the spatial range for such recordings beyond

that afforded heretofore by visual guidance. Importantly, sparse

genetic groups could be targeted efficiently. After having estab-

lished optimal conditions, we had a very high success rate

generally leading to the recording of many cells per animal

(e.g., obtaining up to seven genetically defined GABAergic INs

in deep cortical layers), of which more than half were success-

fully labeled. Using our approach, we observed a considerable

morphological diversity of functional relevance for deep neocor-

tical PV and SST INs, which has been suggested to serve impor-

tant computational functions (Kisvárday, 1992; Xu et al., 2013).

Comparison to Current Strategies for the Recording of
Identified Cell Types in the Brain
Previous efforts combining blind recordings with histological

identification have led to significant insights regarding the asso-

ciation of the activity of specific neuronal types to network oscil-

lations, state-dependent engagement, and their contribution to

sensory processing and behavioral responses (Lee et al., 2005;

Klausberger et al., 2003; Burgalossi et al., 2011). However, the

blind recording strategy poses serious disadvantages for the

study of sparsely distributed neuronal subtypes, requiring labo-

rious efforts to obtain a numerically meaningful sample of the

neuronal types of interest. In addition to attaining similar results

to this method, our approach represents a dramatic yield

improvement, facilitating accessibility to biologically important

questions attempting to link cellular physiology, network activity,

and behavior.

Targeted approaches like calcium imaging and TPTP have

been the most direct ways of recording the activity of genetically

defined neurons in vivo yet are limited in their spatial working
ports 9, 2304–2316, December 24, 2014 ª2014 The Authors 2313



range. Because these methods rely on two-photon microscopy

to visualize target neurons, only superficial structures in the brain

have been investigated. In order to perform imaging in deeper

brain structures, highly invasive procedures have to be under-

taken such as large device implantation into the recording site

or removal of the overlying brain tissue (Marshel et al., 2012; An-

dermann et al., 2013). In the case of TPTP, an additional factor

limiting its recording depth range is the challenge of positioning

the recording electrode in the path leading to deep target neu-

rons. Our strategy is not subject to these limitations. On the other

hand, visually guided recordings allow the selection of particular

neurons or even subcellular compartment to be probed (Kita-

mura et al., 2008), which would be difficult using our technique.

Furthermore, unlike calcium imaging, our method is not appli-

cable to population activity recordings and longitudinal studies

(Margolis et al., 2012). Also, although our approach opens the

possibility for whole-cell recordings at deeper recording sites

than TPTP, we should emphasize that this implementation re-

mains a low-yield effort. For instance, in the case of PV cells,

considering the PV IN distribution, the success rate of gigaohm

seals per encountered PV IN, the rate of conversion from giga-

ohm seal to whole-cell configuration, and the number of tests

possible with a single pipette, we required on average seven

pipettes to obtain a whole-cell recording from a PV IN.

Another generation of methods for targeted recordings is

based on the principle of optical tagging, where optic fiber-

coupled tetrodes and silicon probes are used to identify and re-

cord light-responsive neurons conditionally expressing ChR2

(Lima et al., 2009; Anikeeva et al., 2012). This approach made

possible to simultaneously survey the activity profiles of geneti-

cally defined neuronal populations throughout the brain in freely

behaving animals. However, this approach does not offer the

morphology nor precisely informs on the anatomical location of

the recorded cells. The use of metal electrodes provides coarse

spatial resolution, with recorded cells being located up to 60 mm

from the recording site (Buzsáki, 2004). Considering themorpho-

logical heterogeneity described here and elsewhere and the

structural complexity of most synaptic pathways and microcir-

cuits, this represents a major limitation. Although these methods

have made great use of the combination of genetic identity with

spike waveform analysis (Kvitsiani et al., 2013), our results show

that further refinement is often needed (Figure 6). Additional lim-

itations, such as spike sorting accuracy and bursting cell types

exhibiting drastic spike waveform changes, pose a general chal-

lenge for the assignment of light-evoked spike properties to a

given recorded unit (Buzsáki, 2004). Moreover, identification

under conditions in which light stimulation drives multiple

ChR2-expressing cells (detected as a compound spike), indirect

activation in the context of excitatory cells, or rebound spikes

can impede the robust identification of light-responsive cells

and require special attention (Roux et al., 2014). As we have

shown, our approach can circumvent these issues by providing

higher precision in the identification of ChR2-expressing cells

based on their activation profiles in response to a range of

light-stimulation parameters, as well as providing their anatom-

ical position andmorphological and electrophysiological charac-

teristics. Importantly, a systematic analysis of morphological

identity vis-à-vis electrophysiological characteristics of cell
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types with our method can lead to a better scheme of correla-

tions that could facilitate the identification of blindly recorded

or optogenetically tagged units.

Outlook
As we continue to document the cellular and synaptic organiza-

tion of neural networks, the challenges remain in ascribing

computational contributions to the distinct cellular elements

that compose them and understanding how these participate

in network processing, behavior, and cognition. Given the high

yield and robustness of our approach for more comprehensive

identification of cell types, it is now possible to efficiently survey

the activity patterns of precisely identified neurons in vivo. Addi-

tionally, it might be possible in the future to expand our method

to freely behaving preparations by combining our strategy with

recent developments in miniaturized head-anchored micro-

drives and minipreamplifiers (Long and Lee, 2012). Our strategy

could also be combined with single-cell electroporation for ge-

netic manipulations that permit single-cell analyses of input-

output connectivity (Marshel et al., 2010).

EXPERIMENTAL PROCEDURES

Mice

For in vivo experiments, seven PVCre; Ai32flox/+ (JAX, stock numbers

008069 and 012569), eight SSTCre; Ai32flox/+ (JAX, stock numbers 013044),

four CHATCre; Ai32flox/+ and one CHATCre; Ai32flox/flox (JAX, stock numbers

006410), and two Thy1Cre (JAX, stock number 006143) male and female

mice were used (2–6 months old). For in vitro experiments, four CHATCre;

Ai32flox/+ and one CHATCre; Ai32flox/flox mice were used (2–6 months old). Het-

erozygous mice for the Cre allele were used for experiments. Mice were

housed under reversed light-dark (12 hr-12 hr) cycles. Surgical procedures

for anesthetized, awake, and brain-slice preparations are detailed in Supple-

mental Experimental Procedures. All procedures were carried out in accor-

dance with the US NIH Guide for the Care and Use of Laboratory Animals

and with the approval of the Institutional Animal Care and Use Committee of

the New York University School of Medicine.

In Vivo Electrophysiology and Data Acquisition

For loose-patch recordings, borosilicate glass pipettes (Sutter Instruments, tip

outer diameter: 1.5–3 mm, resistance: 2.7–9.5 MU) were used and filled with a

solution containing 1.5%–3% neurobiotin (Vector Laboratories) in normal rat

ringer (NRR, in mM: 135 NaCl, 5.4 KCl, 5 HEPES, 1.8 CaCl2 dihydrate, 1

MgCl2 hexahydrate, pH 7.3 with NaOH, osmolarity: �300 mmol/kg). For

whole-cell recordings, glass pipettes (resistance: 5–7MU) were used and filled

with a solution containing (in mM): 135 potassium gluconate, 4 KCl, 10 HEPES,

10 phosphocreatine, 4 MgATP, 0.3 NaGTP, pH 7.3 with KOH, osmolarity: 290–

295 mmol/kg. Pipettes were pulled with long, narrow shanks (typically 4 mm

taper for cortical recordings, 7 mm taper for subcortical recordings) to mini-

mize damage. To couple light stimulation with recordings, we used a two

port pipette holder (Warner Instruments) in order to insert an optical fiber inside

the patch pipette in addition to the AgCl wire while being able to maintain con-

stant pressure. The optical fiber (BFL37, 200 mm diameter, Thorlabs) was

positioned in nearest proximity to the tip of the pipette (internal sleeve), while

avoiding obstruction. The optical fiber was coupled to a 473 nm laser (source

power: 1.6–2.4mW, adjusted depending on the shank length tomatch the esti-

mated tip intensity range of 0.9–1.4 mW , mm�2; Shangai Dream Laser), and

illumination duration was controlled by a TTL-gated shutter (LS3, Vincent

Associates).

Electrophysiological measurements were carried out with an Axopatch

200B amplifier (Molecular Devices) for single-cell recordings. Carbon fiber mi-

croelectrodes (Carbostar-1, Kation Scientific) and a microelectrode AC ampli-

fier (1800, A-M Systems) were used for LFP recordings. Extracellular spikes
hors



and intracellular membrane potentials were low-pass filtered at 10 kHz and

digitized at 20 kHz (Digidata 1440A, Molecular Devices). Broadband LFP sig-

nals were band-pass filtered at 0.1 Hz-10 kHz and digitized at 20 kHz. Elec-

trodes, angled 60–90� relative to horizontal, were introduced into the brain

with positive pressure (50 mbar) and advanced slowly (�7 mm , s�1) into the

target recording area. Positive pressure was then reduced to the searching

value (20–30 mbar) until a cell was encountered, detected as an increase in

pipette resistance on the voltage-clamp configuration. Then, 50 ms to 1 s

pulses of blue light were presented at rate of 0.5–10 Hz for the detection of

light-evoked activity of encountered neurons, depending on the cell type being

stimulated. If light-evoked spiking was observed, immediate release of posi-

tive pressure and slight suction were applied followed by electrode position

adjustments (�5 mm retraction) to establish either a stable loose seal (10–

40 MU) for juxtacellular recordings or a gigaohm seal (1–3 GU) followed by

the whole-cell configuration for intracellular recordings.

Pipettes were changed if an increase in pipette resistance measured in the

bath (>3 MU and >0.2 MU from the baseline resistance for loose-patch and

whole-cell configurations, respectively) was observed upon entering brain

tissue or during the search. These changes in pipette resistance are indicative

of tip clogging, which can be minimized by maintaining a small, constant pos-

itive pressure (20–30 mbar). This was particularly important for whole-cell

recording, for which a clean pipette tip is necessary for the formation of a giga-

ohm seal. When attempting to get a gigaohm seal, if no light-evoked activity

was observed for a given encountered cell, the pipette was retracted

(�10 mm) and positive pressure transiently increased (40 mbar) to minimize

chances of further contact with the encountered cell that might affect pipette

tip conditions. Then, we resumed the search by advancing the electrode past

the encountered cell by applying a voltage zap pulse after which the positive

pressure was returned to searching value. Once a light-responsive cell was

encountered, positive pressure was released leading to the formation of the

gigaohm seal. Under such conditions, the probability of gigaohm formation

after sampling one to three encountered cells (46%; n = 13) was comparable

to the probability after sampling five to ten encountered cells (50%; n = 6), con-

firming the suitability of this approach to probe multiple cells while maintaining

proper pipette conditions for whole-cell recordings. The success rate in the

conversion from gigaohm seal to whole-cell configuration was �50% (n = 5).

The probability of encountering PV INs for whole-cell was similar to that

observed with loose-patch recordings, suggesting that that the different

pipette solutions did not affect our ability to detect ChR2-expressing neurons

(7.9% for whole-cell versus 8.6% for loose-patch recordings).

Loose-patch recordings were considered for analysis if a stable seal was

maintained, without substantial voltage drift on current clamp and if extracel-

lular spike amplitude was at least 0.5 mV. Whole-cell recordings were pursued

if the recording was stable and the cell had a resting membrane potential dur-

ing down-states below �50 mV and overshooting action potentials.

Juxtacellular Labeling

Following loose-patch recordings, the pipette was retracted (�3–6 mm), with a

consequent �10% decrease in seal resistance. Then, 200 ms current pulses

steps of 0.5 nA increments were injected every 2.5 s until the juxtasomal cur-

rent injection threshold driving the cell to spike was found (1–40 nA). Current

pulses (200 ms every 2.5 s) representing 80% of this current threshold value

were then used to fill the cell. Evoked firing rate was adjusted by carefully

and constantly adjusting aDC current of positive or negative values tomaintain

reliable evoked spiking without damaging the cell, as seen by dramatic

changes in spontaneous activity and/or action potential amplitude (Figure S7).

Once filling protocol was completed (approximately 500 total trial sweeps, with

substantial proportion of modulated sweeps amounting to %1,000 current-

evoked spikes), pipettes were slowly retracted while monitoring pipette resis-

tance to ensure cell viability. Each pipette position was noted on the blood

vessel map.

Data Analysis

Analyses were conducted inMATLAB (MathWorks). For the analysis of light in-

tensity in brain tissue, similar factors and equations as in Stark et al. (2012)

were considered. Briefly, the estimated transformation of light intensity from

source to the tip of pipette was a function of (1) the geometric dispersion of
Cell Re
light observed in solution, and (2) light scattering and attenuation as a function

of distance traveled in brain tissue (scattering factor of blue light as in Stark

et al. [2012]). For the analysis of light- and sensory-evoked spiking, recorded

traces were band-pass filtered, and spike times were determined as the peaks

of well-isolated threshold crossings (R3 SDs above background noise). These

were then segmented into spike histograms or rasters (bin: 1 ms), according to

the onset of light stimulus or whisker deflection. Peristimulus time histograms

were computed as the probability of spike per bin over the total number of

trials. In these analyses, we only considered light-evoked activity occurring

during the window of light pulses, in order to avoid the interference that

light-evoked rebound spikes pose for the reliable identification of ChR2-ex-

pressing cells. Data are presented as mean ±SD, unless otherwise specified.
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György Buzsáki, Wen-Biao Gan, Gordon Fishell, and other members of

Rudy and Fishell labs for helpful discussions and comments on the

manuscript and Joseph Cichon for providing the Thy1Cre mice. This work

was supported by NIH grants R01NS30989 and P01NS074972 to B.R.,

NRSA fellowship F31NS087919 toW.M., and a Graduate Research Fellowship

to R.T. from NSERC.

Received: June 30, 2014

Revised: September 29, 2014

Accepted: November 25, 2014

Published: December 18, 2014

REFERENCES

Adesnik, H., Bruns, W., Taniguchi, H., Huang, Z.J., and Scanziani, M. (2012). A

neural circuit for spatial summation in visual cortex. Nature 490, 226–231.

Andermann, M.L., Gilfoy, N.B., Goldey, G.J., Sachdev, R.N., Wölfel, M.,

McCormick, D.A., Reid, R.C., and Levene, M.J. (2013). Chronic cellular imag-

ing of entire cortical columns in awake mice using microprisms. Neuron 80,

900–913.

Andjelic, S., Gallopin, T., Cauli, B., Hill, E.L., Roux, L., Badr, S., Hu, E., Tamás,

G., and Lambolez, B. (2009). Glutamatergic nonpyramidal neurons from

neocortical layer VI and their comparison with pyramidal and spiny stellate

neurons. J. Neurophysiol. 101, 641–654.

Anikeeva, P., Andalman, A.S., Witten, I., Warden, M., Goshen, I., Grosenick, L.,

Gunaydin, L.A., Frank, L.M., and Deisseroth, K. (2012). Optetrode: a multi-

channel readout for optogenetic control in freely moving mice. Nat. Neurosci.

15, 163–170.

Burgalossi, A., Herfst, L., von Heimendahl, M., Förste, H., Haskic, K., Schmidt,

M., and Brecht, M. (2011). Microcircuits of functionally identified neurons in the

rat medial entorhinal cortex. Neuron 70, 773–786.
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